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Abstract. Data contamination occurs when test instances have been
compromised during a training stage of building a machine learning
model. The consequences of this phenomenon over the quality of learning
data are crucial when evaluating a learned predictor, since it could dis-
tort the assessment of the actual capabilities of the system. Its study has
recently gained more traction in the research on Large Language Mod-
els, where it is common to chase performances in order to support claims
about model abilities. Since the field of Information Retrieval increas-
ingly studies and develops approaches that rely on these data-centric
technologies, this position paper considers the phenomenon of data con-
tamination in terms of its possible consequences for this field.
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Data contamination is the phenomenon that occurs in machine learning when
test instances have been made part of the set of instances used at training stage.
Although already observed in the literature (Lewis et al., 2021), the study of
data contamination by the Natural Language Processing (NLP) community has
very recently risen significantly, due to the widespread success of Large Language
Models (LLMs) as the dominant language technology in a variety of tasks (Sainz
et al., 2023; Jacovi et al., 2023; Radford et al., 2019; Touvron et al., 2023).
The long training stages of an LLM typically involve very large volumes of
data mostly crawled from web pages, which provide vast amounts of text to
use in autoregressive language modeling. This is complemented in multi-task
learning fashion with the integration of prominent datasets that the research
community has used to evaluate their models trained for multiple tasks. It is in
these scenarios that test instances have been included in the training regimes of
LLMs (Sainz et al., 2023). On the one hand, the learnt, often memorized, patterns
over textual content in autoregressive modeling serve at the core of the text
generation capabilities at inference time. Any test instance that matches part of
the learnt content is possibly helped by the memorization in the model, and hence
weakens any claim about generalization abilities in such a model, i.e. about the
ability to predict for unseen cases (Jacovi et al., 2023). On the other hand, the
incorporation of existing datasets in multi-task learning allows for inadvertently
adding part of the test set into the training instances, as it has been observed in
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well-known LLMs (Dodge et al., 2021; Elazar et al., 2024). The problem does not
limit to only the actual test instances being made part of training, but extends
also to the situations where documentation or guidelines, of various levels of
detail and possibly containing examples of labeled instances, about how to label
data are incorporated (Sainz et al., 2023). Furthermore, in what a priori seems
a less known phenomenon, an already-deployed, closed, commercial LLM like
one of the GPT family has the incentives to incorporate —by some mechanism
that involves fine-tuning— additional instances from users of its API that are
deemed useful to improve the model (Jacovi et al., 2023). Examples of this
kind of instances are those in which the model performs poorly —and whose
processing should then be better handled— and/or those that are partially or
fully identified as sufficiently dissimilar to the ones already used autoregressively
—and would possibly allow for incorporating broader or more diverse content—.
These natures of data contamination in language modeling —raw data during
pre-training, training over datasets, and fine-tuning after deployment— (Sainz
et al., 2023) cover a large set of potential scenarios where contaminated data
is used. And moreover, data contamination encompasses a problem space for
technologies in other related areas of research and application where NLP and
machine learning models, prominently LLMs, are involved. Information Retrieval
(IR) is one of these areas. This work presents a position about the importance
of addressing the multiple aspects of data contamination in IR.

The Cranfield paradigm (Cleverdon, 1997) has characterized the long tradi-
tion in Information Retrieval of evaluating a system in a test collection. Such
a collection compiles a set of information objects —usually documents— and
a set of information needs —typically corresponding to a topic, expressed by a
user query—, together with the judgments of relevance of each object for each
need, all within a particular information seeking task (Voorhees, 2002). These
test collections should provide the means for an evaluation in a controllable
environment that allows for unbiased, reproducible experimentation on analyz-
ing a retrieval system. The criteria considered to build an ideal test collection
have historically required the need for a collection that has a large amount of
documents and queries, from multiple sources multiply granular, with complete
and sampled methods to obtain relevance judgments (Jones and van Rijsbergen,
1975). These criteria are behind strategies like pooling (Jones and van Rijsber-
gen, 1975; Harman, 2011), intended to collect large and diverse amounts of test
instances, and by doing so, increase the chances of being representative and un-
covering an unbiased sample, as well as of being able to reuse them (Büttcher
et al., 2007). Assumptions and principles like these have marked the success
of employing a test collection in such a strong evaluation tradition. They also
overlap with the guiding forces and desires behind the construction of LLMs,
namely, the incorporation of vast, diverse amounts of data with the expectation
of obtaining a model that generalizes to as many tasks and as many unseen
scenarios as possible. It could be argued that these common, well-oriented prin-
ciples towards representativeness and generalization, across these related areas
such as NLP and IR, might condition the involved technologies to be affected
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Fig. 1: An example of feature importance and performance analysis for a
Learning-to-Rank approach.

by common phenomena, such as data contamination affects the achievement of
those expectations (Sainz et al., 2023; Jacovi et al., 2023).

As machine learning approaches were incorporated into IR, the nature of a
test collection lent itself to be used as a learning dataset by these approaches,
often under strategies like k-fold cross validation given the rather small size of
these collections to be split into sufficiently large training and testing subsets.
Learning-to-Rank (LtR) serves as an underlying framework for many studied
systems in IR, that has shown large success given its ability to combine the con-
tributions of complementary methods in a learnt manner (Lucchese et al., 2019).
The emergence of representation —or deep— learning and the corresponding
Neural IR (NIR) paradigm (Mitra and Craswell, 2018) has seen a large body of
literature studying its multiple aspects, within an umbrella of key assumptions,
such as the following: (i) search based on distributional semantic signals reduces
the traditionally problematic vocabulary gap, (ii) end-to-end differentiable learn-
ing of a method for a retrieval task avoids large part of the feature engineering,
and (iii) vast amounts of data are needed for best exploiting NIR. Figure 1
shows an example of an approach integrating aspects of these two paradigms: a
Learning-to-Rank method that integrates a variety of features including few im-
portant ones corresponding to neural-based retrievers (Garigliotti et al., 2024).
With the recent developments in LLMs, yet another family of approaches comes
to consideration to improve retrieval systems, from their implicit, parametric
knowledge and from their ability to incorporate explicit information in frame-
works like Retrieval-augmented Generation (RAG) (Lewis et al., 2020). These
machine-learning-strong paradigms (LtR, NIR, LLM), and their increasing in-
tegration with each other, have significantly changed the nature of the retrieval
systems, which are more data-driven, as well as have brought closer the practices
and resources from other related research communities such as NLP, Computer
Vision, and Reinforcement Learning. Several aspects that are encompassed by
the phenomenon of data contamination, and that the last part of this work de-
scribes next, should bring more clarity on the extended space of implications
within these integrated paradigms in Information Retrieval.

A distinguished theme is the possible incorporation of contaminated data
during data annotation. The classic test collection paradigm previously discussed
makes use of human annotators who provide judgments on the (degree of) rele-
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Fig. 2: Illustration of data contamination by sufficient similarity. Top: the phrase
“The capital of Italy is Rome” in the test instance appears in training via a
paraphrase. Bottom: the phrase appears in training as a translation.

vance of a document for an information need, for each possible pair of considered
documents and needs. Alternative approaches have been proposed to address
the shortcomings of human labeling. Weakly supervision, for example, exploits
signals considered weaker than those annotations, such as the scoring of an
established ranking method like BM25, as label indicators of the relevance (De-
hghani et al., 2017; Zamani et al., 2018). Another kind of signals correspond to
those from user interaction, such as clicks, which can provide a mechanism to
avoid the efforts in collecting explicit labels, as well as to overcome limitations
in certain scenarios where privacy is sufficiently sensible (Zuccon, 2022). More
recently, in correspondence with the widespread application of LLMs, there has
been an increasing interest for using the implicit knowledge of LLMs as auto-
matic annotators which could provide a truly vast number of useful, inexpensive
judgments (Faggioli et al., 2023). The nature of the concept of relevance, that is
minimal and independent (van Rijsbergen, 1979), contributes in its simplicity to
the possibility of judging such a relevance by means that result a priori conve-
nient, yet could bring associated problems such as data contamination. Whether
it involves editorial labels, interaction-based signals, or annotations via LLMs,
these strategies are subject to make test instances part of the training stage.
And especially with LLMs as labellers, the problem magnifies given the increas-
ing awareness regarding the presence of contaminated data in those, and the
incentives for the commercially driven ones to incorporate even more test data
in their fine-tuning after deployment (Jacovi et al., 2023).

Additionally to these issues, a series of aspects within using contaminated
data are important to be considered, such as the following items. In particular,
a broader notion of contamination recently studied where test instances are
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Fig. 3: An overview of main themes in the implications of data contamination
for Information Retrieval.

compromised during training phase, rather than just being made part of, to
capture observations about contamination beyond mere exact instance matching.

– The assumption of being presumably compromised : if it can be contami-
nated, it should be assumed as data already compromised (Jacovi et al.,
2023). This principle is especially relevant in the context of the multiple in-
centives within closed, commercial LLMs for extending the contamination
effects while downplaying the perceived impact in evaluating their perfor-
mances.

– The property of inheritance: contamination of a dataset is not only inherited
by models built on top of it, but also transitively, e.g., by other models that
extend those and by systems that have this kind of models as part of their
components (Jacovi et al., 2023).
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– The observation that contamination can occur with partial instances in over-
lap (Lewis et al., 2021). For example, if each instance in a dataset comprises
components such as a query, a document, a session, and a click signal, just
one or more of these components memorized during training might contribute
for a model to perform better in an overlapping instance at test time and
not necessarily due to wrongly claimed generalization abilities of this model.

– The observation that a test instance does not need to match exactly one
in training, but can instead being sufficiently similar such as the case of a
paraphrase or a translation (Zhu et al., 2024). Paradigmatic studied cases in
the literature involve paraphrasing and translation as mechanisms producing
sufficiently similar instances.

– The ongoing research addressing detection, measurement, and avoidance of
contaminated data (Sainz et al., 2023; Jacovi et al., 2023; Zhu et al., 2024).
These certainly become living research problems as the exact notion becomes
broader due to aforementioned aspects such as inheritance, partial overlap
and sufficient similarity.

These are relevant known dimensions of data contamination, summarized in
Fig. 3. This work scratches slightly beyond the surface of this problem in the
space of research in an increasingly data-centric field like Information Retrieval,
and calls for the community to be aware of the phenomenon and its possible
implications in this field.
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