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EXPLAINABLE AI

• Empirical evaluations

• Human-Centered AI

• Collaboration with several companies: 

Saab, Volvo, AstraZeneca, Husqvarna



Autonomous driving

Results:

• Faster take-over

• More look away

• Better trust calibration



Eco-driving

Results:

More adherence to recommendations if they are explained



Overview of the whole dataset 
pair selected (CMC3w-AH). 

Interactive selection of segments

Similar results in other domains …

Higher trust but more time…



Is it always good to show explanations? 

• Explanations lead to positive results (better understanding, better mental models, trust, higher confidence in own 

decisions) but also…. 

negative effects or trade-offs

• …. revealing limitations led to negative heuristics, under reliance

• … unnecessary explanations lead to higher cognitive load, information overload, more time

• … confusion

• .. perceived accuracy is more important than explainability, no explanations needed

• .. persuasion (follow advice even if it is incorrect) and overreliance

Trust. The relationship between explainability and trust is difficult to comprehend… 



…. principles for deriving a general theory 
of explanations from AI-systems?



Data/data 
pre-

processing

Model 
building

Model 
deployment

ML/VA system

Decision-making

XAI design space is complex …

Type of user

ML-expert
Domain expert
Novice

Task to be supported (ML and user task)

Classification
Prediction
Clustering
Finding anomalies
Finding associations
Causal relations

Presentation

Visual encodings
Natural language
Interaction methods
Multimodal

Context

Time to make a decision
Effects of wrong decision
Consequences –high stakes
Accountability
Expectations

Data types

Text
Images
Time-series
Geographical
Numerical
Categorical Overall…

Better decisions?
Acceptance
Satisfaction
Understanding
Mental models
Trust/calibrated trust

WHY, WHAT, WHEN, WHERE & HOW?



explaining something to someone is a complex cognitive process…



Expectations
• In human-human interactions, explanations are often 

needed when an event is unexpected (Why?), and we
need to explain the unexpected fact in relation to 
an implicit expected foil

• Do expectations play a role in when and what? Do they 
modulate the content of explanations? If we don’t 
consider them, do we risk that you are not getting the 
explanation you are looking for?



Role of expectations in building explanations from AI-systems



Motivation and aim (paper I)

• Do expectations determine explanation content (what) and when?

• Are counterfactuals preferred when outcomes from AI-system are unexpected?



Type of explanations (what)

• Local and global

• Mechanistic

• Functional

• Factual 

• Counterfactual



Role of expectations in explanations

• Factual and counterfactual explanations

• H1: Factual explanations are appropriate for correct predictions because the system output is in line with 

the expected output. 

• H2: Counterfactual explanations that contain the expected foil are appropriate when the system prediction 

is incorrect

Explanation 
system

AI  
system

prediction prediction 
+ 

explanation

• Do expectations determine explanation content?
• Are counterfactuals preferred when outcomes from AI-system are unexpected?





Measures/metrics

- System understanding
- Explanation satisfaction, 
completeness
- Performance
- Perceived need for 
interaction



Role of expectations in explanations

• Factual and counterfactual explanations

• H1: Factual explanations are appropriate for correct predictions because the system output is in line with 

the expected output. 

• H2: Counterfactual explanations that contain the expected foil are appropriate when the system prediction 

is incorrect

✓

✕

Explanation 
system

AI  
system

prediction prediction 
+ 

explanation

• Do expectations determine explanation content?
• Are counterfactuals preferred when outcomes from AI-system are unexpected?



So…. what do we want to see in the explanations 

when we don’t agree with the system/when it does 

something that we don’t expect?



Motivation and aim (paper II)

• Expectations that users may have about the system behaviour play a role since they 

co-determine appropriate content of the explanations

• We investigate user-desired content of explanations when the system 

behaves in unexpected ways



Method

• We presented participants with various scenarios involving a text classifier and 

then asked them to indicate their preferred explanation for each scenario 

• One group of participants chose the type of explanation from a multiple-choice 

questionnaire (Study I), the other had to answer using free text (Study II)

STUDY I
(multiple-choice)

STUDY II
(open questions)



Explanation 
system

AI  
system

prediction prediction 
+ 

explanation



Factual

Counterfactual

Hybrid

Other info

No explanation



162
15 (+ 2)

Matched expectations Mismatched expectations

STUDY I



STUDY II





55 participants







Mismatched expectations



Conclusions
• For matched expectations, an explanation is often not required at all, while if one is, it 

is of the factual type

• Providing explanations when system output does not match user expectations is a 

challenging matter, primarily because there does not seem to be a unique strategy, 

although mechanistic explanations are requested more often than other types

• No one size fits all

• Overall, user expectations are a significant variable in determining the most suitable 

content of explanations (including whether an explanation is needed at all)



… brainstorming

• Mechanistic, how does it work? Learning at the beginning … once the basics are covered, I 

could use something like counterfactuals…

• … causality, cause and effect…

• ...  we build stories…

• … we are predictive machines….

• …. I am probably biased too! Need good use cases! 



Human-machine 
collaboration

1. AI-systems need to support humans in 

understanding them

2. AI-systems need to be able to 

understand humans



Interaction

As humans, we interact with machines mirroring the way we interact with people



AI-systems need to be able to 
understand humans



Personalization and adaptation
• Human-AI collaboration (my stand is that it mirrors human-human interactions)

• Understand users (needs, abilities, personality traits) and personalize interactions accordingly

Figure inspired by 
Cristina Conati’s work

- Tailored feedback, 
explanations, 
recommendations
- Adapt interface

Domain knowledge, 
ML knowledge,
Expectations, 
Intentions, believes
Tasks, goals,
Personality,
Cognitive abilities,
Preferences,
Performance…

- Interactions
- Eye-tracking
- Facial expressions
- Physiological 

signals, EEG
- Speech

User 
model

Personalized 
interaction

User 
behaviour



New studies and projects
• User modelling for predicting expectations: robots and card game 

with Donders, NL

• Eye-tracking to predict the foil in counterfactuals

• XPECT – VR  how to build explanations from AI systems that are 

tailored to user expectations, mimicking human-human interactions. 

• XPECT contributes to providing improved human-AI communication 

to support human-AI collaboration



Interests- future

• User models

• Theory of Mind

• Expectations (beliefs, intentions)

• Evaluation



Thanks!

Photos from my research, unsplash, pexels, Robot and Frank

Maria Riveiro

Visit us at Jönköping!
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