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Brief Intro & Research Objectives
Focus: XAI Method Development



Brief Intro & Research Objectives
Topic Today: Advances in Human Level XAI



Past Observations on AI Behavior
Models Learn Consistent Strategies

... which, however, may be tricky or impossible to spot.

Manual assessments back in the day. Can we address this more smartly?
Sources: [Lapuschkin, Binder, Montavon, et al. 2016], [Lapuschkin, Binder, Müller, et al. 2017], [Horst et al. 2019], [Becker et al. 2023]



Previous Work
Human Alignment: Addressing the Limitations of Local XAI

Interpretation 1:
“laughing is relevant”
Interpretation 2:
“color of teeth is relevant”
Interpretation 3:
“size of teeth is relevant”
...

Age and Sex recognition on images of faces [Lapuschkin, Binder, Müller, et al. 2017]



Previous Work
LRP, CRP & RelMax

Source: [Achtibat et al. 2023]
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Previous Work
LRP, CRP & RelMax

Source: [Achtibat et al. 2023]



Novel Tools for Actionable (X)AI
Local Analysis: “what is here?” [Achtibat et al. 2023]



Novel Tools for Actionable (X)AI
Inverse Search: “what else is impacted by this?” [Achtibat et al. 2023]



Human User Study
Users Agree! Concept-based is more informative.



Human User Study
Users Agree! Concept-based is more informative, but also more work and effort. And work sucks.



How much Manual Work does XAI Require?
We have made progress over the years, but can we do better?



Spectral Relevance Analysis (SpRAy)
Proposed in [Lapuschkin, Wäldchen, et al. 2019], extended in [Anders et al. 2022]
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Spectral Relevance Analysis (SpRAy)
Processing Relevance Instead of Features

Source: [Dreyer, Achtibat, Wiegand, et al. 2023].
In Latent Space, Relevances naturally filter out irrelevant Activations (from the model’s point of view).

We therefore analyze the data via the model.



Spectral Relevance Analysis (SpRAy)
Various Findings Reveal Consistent Model Strategies

Sources: [Lapuschkin, Wäldchen, et al. 2019] [Slijepcevic et al. 2021] [Anders et al. 2022]



Spectral Relevance Analysis (SpRAy)
Summary

Pros:
Semi-automatic, Analytical Properties of Λ, Representative Embedding Φ,
Latent Space Compatible.
Cons:
Fidgety parameters, bound to (mostly Euclidean Space) Affinity: no connection to
particular Latent Concepts or other classes∗, only combined fit_transform()1,
struggles with large datasets.

1speaking in sklearn API: ie not applicable during test time for single instances



How much Manual Work does XAI Require?
We have tried, a few years back...



Prototypical Concept-based Explanation (PCX)
Simpler, Better & Powerfuller [Dreyer, Achtibat, Samek, et al. 2023]



Prototypical Concept-based Explanation (PCX)
Assumptions & Intuition



Prototypical Concept-based Explanation (PCX)
Relevances Naturally Filter out Irrelevant Activations, from the Model’s Point of View

Source: [Dreyer, Achtibat, Wiegand, et al. 2023]



Prototypical Concept-based Explanation (PCX)
The PCX Preprocessing Pipeline



Prototypical Concept-based Explanation (PCX)
The PCX Preprocessing Pipeline



Prototypical Concept-based Explanation (PCX)
The PCX Preprocessing Pipeline

Tracking sample placement while increasing cluster count iteratively explores subclass hierarchies.



Prototypical Concept-based Explanation (PCX)
Key Questions

Q0 What are Prototypes?
Q1 What global insights can we gain with prototypes?
Q2 How can we evaluate prototypes?
Q3 How can we use prototypes to validate predictions and ensure safety?



Q0 What are Prototypes?
A brief disambiguation

We understand Prototypes as archetypical Compositions of Concepts as used by the model,
rather than eg Parts of Instances as in ProtoPNet [Chen et al. 2019].



Q1 What global insights can we gain with prototypes?
Prototypical Concept-based Explanations: Comparing Classes

Since we directly operate in any of the the NNs (here, VGG16, fist 20 ImageNet classes) latent spaces, the representatory basis of all classes is shared.
Indications for Sub- and Superclass exploration? More results in paper [Dreyer, Achtibat, Samek, et al. 2023]



Q1 What global insights can we gain with prototypes?
Prototypical Concept-based Explanations: Assessing Data Quality and Annotating Data

Understanding model sub-strategies using (eight) prototypes for class “hen” (left) and “buckeye” (right).



Q1 What global insights can we gain with prototypes?
Prototypical Concept-based Explanations: Assessing Data Quality and Annotating Data

Spotting mislabelled subpopulations made easy. Here, “lacewing” from ImageNet.



Q1 What global insights can we gain with prototypes?
Prototypical Concept-based Explanations: Assessing Data Quality and Annotating Data

Spotting mislabelled subpopulations made easy. Here, “tiger cat” from ImageNet.



Q1 What global insights can we gain with prototypes?
Prototypical Concept-based Explanations: Assessing Data Quality and Annotating Data

Since Prototypes directly reside in the NNs latent space, we have access to Concepts!
Prototypes can be checked, validated, marked based on composition.
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Q1 What global insights can we gain with prototypes?
Prototypical Concept-based Explanations: Assessing Data Quality and Annotating Data

With PCX and CRP combined, we can immediately spot class compositions, opportunities for (re)annotations and even the absence of expected
features, such as the ”dome-like” properties in prototype 6 of class “pickelhaube”.



Q2 How can we evaluate prototypes?
We will most likely skip this, due to time and complexity. This is a brief summary.

Table taken from [Dreyer, Achtibat, Samek, et al. 2023].
Overall Question: Which quantity yields a “good” basis for prototypes? Different aspects of goodness:

Faithfulness: How representative are the prototypes of the model’s behavior? Stability: How stable/similar are prototypes across random subsets of
data? Sparseness: How Sparse are the prototypes in terms of feature/concept alignment?

Coverage: NEW! How complete and correct is the (test) data modeled by the prototypes, in terms of true label assignment?



Q2 How can we evaluate prototypes?
Coverage Visualized

Relevances naturally filter out irrelevant activations, from the models’ task-contextual point of view, leading to cleaner, more distinct cluster for
prototype identification and mapping.



Q3 How can we validate predictions for safety?
PCX is applicable during test time

Once the prototypes have been sighted and assessed, each test point can be (sub)categorized, re-labelled, related to, positively validated or rejected
near-instantaneously and automatically.



Q3 How can we validate predictions for safety?
Case Study: Space Shuttle

Read: Pretty ordinary sample, just with significantly more “pen-like shape” expression
and stronger “cauliflower” “dust cloud“ and “fire” concepts than the closest prototype.



Q3 How can we validate predictions for safety?
Large Scale Evaluation: Out-of-Domain (OOD) Testing:

Gist: Given a model, and an in-domain and OOD test set, how good is your method in distinguishing the samples’ origin ?



Prototypical Concept-based Explanation
Summary

Pros:
Operates in “native” NN Latent Space: Prototypes comparable across classes,
PCX compatible to CRP. Separate fit() and predict() functions: Applicable
during test time. Increased Automation Potential, for eg. Data Annotation and
Prediction Validation. Only one parameter k for the GMM.
Cons:
Struggles with small datasets. Open Challenges: Non-Image-Domains largely
unexplored.



How much Manual Work does XAI Require?
Not much, these days!



What Can We Do With This?
Quickly Understand Model and Data. Annotate Data Beyond GT Categories. Iterate Fast!

Reveal to Revise [Pahde et al. 2023]. Successor Paper [Dreyer, Pahde, et al. 2023] accepted at AAAI’24.



Thank you for your attention.
Questions, feedback & input are welcome!
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